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: INTRODUCTION

Geographers have shown understandable interest in point pattern analysis, a group of techniques originating in plant ecology. Many objects of geographical concern can be mapped as sets of points in two-dimensional space and, once a point pattern has been so derived, many questions concerning its nature arise. Point pattern analyses attempt to answer such questions. But while the various methods can provide valuable assistance in doing so, they have been frequently abused or misunderstood. This outline introduces a small subset of the available approaches - order-neighbour analysis - and points out both the values and the pitfalls of its use.

One way of simplifying the complexity that so often confronts us is to abstract phenomena as points, lines and surfaces. Once this has been done, questions of pattern, relative location and spacing become important, and various mathematical and statistical techniques can be brought to bear on them. Such abstraction is not without its own problems, however. In the context of point pattern analysis, it is important to consider whether, at the scale of the study, the areal extent of the original objects can be ignored, and whether the objects can be treated as equal. Section V will treat these and related questions in the context of particular published studies that have used point pattern analysis.

Three basic types of point patterns are commonly recognized: clustered, random and dispersed. These three types are often viewed as a continuum ranging between two extremes: complete clustering and entirely regular spacing. Not all authors agree that such a concept is either valid or useful (e.g. Dacey, 1973). Experience certainly indicates that point patterns are much more complex than a one-dimensional continuum implies. It is thus ultimately desirable that a range of techniques reflecting different pattern characteristics be used. Order-neighbour analysis, as outlined below, is only one of many available approaches.

A random pattern is characterized by two essential conditions: all locations are equally likely to receive a point; and the points are independently located. Strictly speaking, the locations of the points are the results of purely chance occurrences. Whilst this is unlikely to be true for objects studied by geographers, processes do at times interact to produce patterns indistinguishable from mathematically random ones. Most methods of point pattern analysis, first and foremost, provide means of testing the hypothesis of randomness.

A pattern may be non-random in either of two basic ways. Points may be grouped together to form a clustered pattern, the extreme form of such clustering being the occurrence of all points at a single location. On the other hand, the points may effectively repel, rather than attract, each other, giving a highly dispersed pattern. The extreme form of dispersion leads to a pattern of equally and regularly spaced points forming the triangular lattice arrangement familiar from central place theory. Figure 1 shows these three basic pattern types.
Figure 1. The three major pattern types: (a) clustered; (b) random; and (c) regular.

The various techniques of point pattern analysis attempt to provide a greater degree of objectivity than can be obtained through visual perusal and verbal description. All attempt to increase the precision and replicability of description and analysis. None of them altogether succeeds, and all of them need to be handled with care and understanding.

II ORDER-NEIGHBOUR ANALYSIS

(i) The R statistic

The R statistic method is one of a number of distance-based approaches to point pattern analysis. It involves taking measurements from a set of population points to the first, second, ..., Kth nearest neighbouring points, regardless of the direction of those measurements. It also involves calculation of the density of points in order to be able to establish expected values. Clark and Evans (1954) introduced the first neighbour case (see Section II(ii)), whilst Thompson (1956) extended it to higher neighbour levels (see Section II(vi)).

(ii) First neighbour level - R(1)

The order-neighbour method depends on the calculation of a ratio that relates the mean of the observed point-to-point distances to the corresponding mean expected for random patterns. The calculated value of R(1), i.e., the R statistic at the first neighbour level, is then compared to a value or range of values known to characterize random patterns. This method is, first and foremost, a means of testing the hypothesis of randomness. The full derivations of the reference values and equations listed below are not given here, but it is essential to appreciate the assumptions on which they are based.

The main assumptions and conditions are as follows. First, the study area must be uniform or homogeneous in the sense that the density could, theoretically, be uniform throughout. In other words, we need to be sure that any observed pattern results from some characteristic of the phenomena represented by the points, and not from variations in the environment in which the locational behaviour takes place. Secondly, the area is infinitely extensive or, at the very least, there is not a boundary that restricts the directions in which distance measurements can be made. Thirdly, a sample of points is taken as the set of origins from which distances are measured.

For the moment, we will assume that the first and second conditions do hold true. The implications of a boundary that does restrict measurements, and some possible ways of dealing with that situation, are treated in Section III. The question of homogeneity is discussed in Section V. In practice, research workers have not been particularly concerned if they have used all available data instead of a sample in many different statistical contexts. The standard argument is that the data available represent a sample from some hypothetical population. In the present context, it is argued that a pattern of points is one of many possible patterns for the group of objects represented. The actual distance measurements are thus a sample from the population of all distance measurements from all patterns. If the number of points in a pattern is large, then a sample of them can be used. Otherwise, it is often thought better to use all of a small data base than to limit it further.

In a random pattern, the mean point-to-point distance has been shown to be:

\[
p(1) = 0.5 d^{n-1} ,
\]

where \( d \) is the density of points, i.e.,

\[
d = N / A ,
\]

\( N \) is the total number of points in the study area (whether or not a sample is taken) and \( A \) is the area. Equation 1 can also be written as:

\[
p(1) = 1 / (2 \pi d) \quad (1a)
\]

An equivalent observed value, \( F(1) \), can be found for any empirical pattern by measuring the distance from each (sampled) point to its nearest neighbouring point. Values are then summed, and the mean found. The two mean values are finally compared in ratio form to give:

\[
R(1) = \frac{R(1)}{\mu(1)} .
\]

(iii) \( R(1) \) values for random patterns

As the expected value, \( p(1) \), is derived from known characteristics of random patterns, one might expect an empirical random pattern to be characterized by \( R(1) = p(1) \), and hence \( R(1) = 1.0 \). It is not quite that simple, however. For any finite value of \( N \), there is no single random pattern: the locations of the points in such patterns are themselves determined by chance. As there is no single random pattern for a given value of \( N \), there can be no corresponding single, definitive value of \( R \). There is, instead, a statistically known and mathematically defined range of values centred on the theoretical value of \( R(1) - 1.0 \). In other words, \( R(1) = p(1) \), and \( R(1) = 1.0 \).

One of the chief applications of the R statistic is in testing the hypothesis of randomness. Stated in precise, statistical terms, we wish to
be able to either accept or reject the null-hypothesis

\[ H_0 : R(1) = 1.0 \]

This shorthand statement is interpreted as saying that the null-hypothesis \( H_0 \) is that the empirical value of \( R(1) \) is not significantly different from 1.0, but how different can it be without that difference becoming statistically significant?

It is known that the distribution of \( R(1) \) values from random patterns approximates a normal distribution with a mean of 1.0 and a standard deviation of:

\[ \sigma[R(1)] = 0.5228 \sqrt{N}^{-0.5} . \] (4)

The approximation is, in fact, very close for moderately large values of \( N \), but becomes less so as \( N \) decreases. It is recommended, for this reason, that the interpretation of the results of an order-neighbour analysis be treated with considerable caution if \( N < 20 \). Once the type of distribution and its key parameter values are known, critical values for a two-tailed test can be established as:

\[ 1.0 \pm z \cdot \sigma[R(1)] \] (5)

where \( z \) is the standard deviate corresponding to the required level of significance. Its value can be found from any table of the areas under the normal curve: the two most frequently used levels of significance give \( z = 1.96 \) for \( \alpha = 0.05 \), and \( z = 2.58 \) for \( \alpha = 0.01 \). Although treated here as a two-tailed test, it is also possible to test specifically for a deviation from randomness in one direction only, in which case a one-tailed version of the test is used.

Once the critical values have been established, \( H_0 \) can be either accepted or rejected. If the calculated value of \( R(1) \) falls between the upper and lower critical values, \( H_0 \) is accepted and the pattern is taken, on the basis of the present evidence, to be a random one. If, on the other hand, the \( R(1) \) value is outside the range defined by the critical values, \( H_0 \) is rejected, and the pattern cannot be taken to be random. As with so many similar situations in statistics, the size of the range decreases as \( N \) increases. In other words, the greater the number of points, the less is the likelihood that extreme values of \( R(1) \) will arise by chance in random patterns. Such a relationship is indicated by the forms of Equations 4 and 5.

Critical values for selected values of \( N \) and for \( \alpha = 0.01 \) and \( \alpha = 0.05 \) are listed in the first section of Table 1. Values for other \( N \) can be found by interpolation or by using Equations 4 and 5.

(iv) \( R(1) \) values for non-random patterns

If \( H_0 \) is rejected, that merely leads to the conclusion that the pattern is likely, on the basis of this test, to be non-random. As geographers, however, we are likely to be particularly concerned with the form of that non-randomness. As geographers, we may well 'find little of interest in the truly random and unconnected occurrences of theoretical, mathematical randomness' (Gould, 1970, 443). In fact, patterns of geographical interest are

<table>
<thead>
<tr>
<th>( K )</th>
<th>( N )</th>
<th>Lower critical values</th>
<th>Upper critical values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \alpha = 0.01 )</td>
<td>( \alpha = 0.05 )</td>
</tr>
<tr>
<td>1</td>
<td>20</td>
<td>0.6984</td>
<td>0.7049</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.7538</td>
<td>0.7629</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.7868</td>
<td>0.7951</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.8093</td>
<td>0.8170</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.8259</td>
<td>0.8327</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>0.8388</td>
<td>0.8455</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>0.8492</td>
<td>0.8551</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>0.8578</td>
<td>0.8637</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.8651</td>
<td>0.8705</td>
</tr>
<tr>
<td></td>
<td>110</td>
<td>0.8714</td>
<td>0.8760</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>0.8769</td>
<td>0.8805</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.8908</td>
<td>0.8963</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.9045</td>
<td>0.9175</td>
</tr>
</tbody>
</table>

Table 1. Theoretical critical values for \( R(N) \) in unbounded random patterns
unlikely to be strictly of that sort at all. However, as Curry says, '....
men, motivated by various ideas (may) act so that from the point of view of
the locational structure as a whole, their actions appear random' (Curry,
1964, 145). As a discipline, geography is, though, more likely to be con-
cerned with the discernment of interdependence and non-random patterning.
How can order-neighbor analysis help?

First, and most obviously, the value of R(1) can be taken to indicate
the broad form of non-randomness present. If R(1) < 1.0, and particularly
if R(1) falls below the lower critical value, a tendency to clustering is
suggested. On the other hand, if R(1) > 1.0, and particularly if R(1) is
larger than the upper critical value, a tendency to dispersion is indicated.
In either case, the greater the divergence of R(1) from 1.0, the stronger is
the appropriate tendency.

Secondly, R(1) values have been established for the two extreme forms
of non-randomness (Section I). If all points are coincident, all r(1) = 0,
and hence R(1) = 0. If the points are located on a triangular lattice - the
extreme form of dispersion - it can be shown that R(1) = 2.1491. Unfortu-
nately, the R statistic does not serve nearly as well in defining either
clustered or dispersed patterns in a broader sense. Should all values of R
outside the critical values be taken to indicate either clustered or dispersed
patterns? Or are there patterns in which the non-randomness is so weak that
they should not be classified as clustered, random, or dispersed?

There are no obvious upper limits to the values of R for clustered
patterns or obvious lower limits for dispersed patterns. There are no
statistical distributions upon which to base critical values analogous to
those for randomness, and hence any limits that are selected must be based on other
criteria, particularly the context in which the definitions are to be used.
Any limit chosen, if its choice is justified, is likely to be an improve-
ment on vaguely defined terms such as 'highly clustered' or 'moderately
regular', however.

(v) worked example

A random point pattern (Figure 2) was constructed by locating points
according to pairs of x and y co-ordinates derived from a table of random
numbers. The critical values discussed above (Section II(iii)) are based on
the assumption, amongst others, that there is not a boundary that restricts
measurements in any way. In practical terms, we do have to limit the study
area. One frequent approach is to use only points within an inner area as
origins, but to allow measurements from them to those points in a surrounding
'buffer zone' if such are closer than any in the inner area. In this example,
points were located within the larger area at random until 20 points occurred
within the inner area. Their co-ordinates are given in Columns 1 and 2 of
Table 2. All 20 points were used as origins, rather than a sample being
taken.

The order-neighbor statistic, R(1), is calculated as follows:

1) Each point in the inner area is taken in turn and the distance to its
nearest neighbour either measured or calculated (Column 3). Figure 2
shows the measurements involved. N.B. If a pair of points are nearest
neighbours to one another (e.g. 74 80 and 76 79), the distance between
them must be listed twice.

### Table 2. Order-neighbor analysis of Figure 2

<table>
<thead>
<tr>
<th>Point co-ordinates</th>
<th>Point-to-point distances r(K)*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X Y A 1 B 1 A 2 B 2 A 3 B 3</td>
</tr>
<tr>
<td>20 50</td>
<td>2 2 6 12</td>
</tr>
<tr>
<td>22 49</td>
<td>2 4 5 10</td>
</tr>
<tr>
<td>24 45</td>
<td>4 6 8</td>
</tr>
<tr>
<td>24 67</td>
<td>4 14 16 18</td>
</tr>
<tr>
<td>26 64</td>
<td>4 11 14 16</td>
</tr>
<tr>
<td>32 47</td>
<td>4 8 10</td>
</tr>
<tr>
<td>34 50</td>
<td>4 9 11</td>
</tr>
<tr>
<td>36 59</td>
<td>9 11 13</td>
</tr>
<tr>
<td>42 71</td>
<td>10 13 16</td>
</tr>
<tr>
<td>52 72</td>
<td>9 10 13</td>
</tr>
<tr>
<td>55 80</td>
<td>9 16 16</td>
</tr>
<tr>
<td>57 71</td>
<td>9 15 16 24</td>
</tr>
<tr>
<td>57 56</td>
<td>17 21 21</td>
</tr>
<tr>
<td>63 27</td>
<td>8 13 16 16</td>
</tr>
<tr>
<td>71 80</td>
<td>5 16 18 21</td>
</tr>
<tr>
<td>74 38</td>
<td>8 13 13</td>
</tr>
<tr>
<td>76 79</td>
<td>5 13 21 18 25</td>
</tr>
<tr>
<td>77 31</td>
<td>5 9 13 13 21</td>
</tr>
<tr>
<td>79 26</td>
<td>11 13 16 16 18</td>
</tr>
<tr>
<td>80 44</td>
<td>8 9 15 18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Er(K)</th>
<th>140</th>
<th>142</th>
<th>226</th>
<th>257</th>
<th>274</th>
<th>320</th>
</tr>
</thead>
<tbody>
<tr>
<td>p(K)</td>
<td>6.68</td>
<td>10.02</td>
<td>12.53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(K)</td>
<td>1.05</td>
<td>1.06</td>
<td>1.13</td>
<td>1.29</td>
<td>1.09</td>
<td>1.28</td>
</tr>
</tbody>
</table>

*r(K) values are given to the nearest millimetre. In each case, Col.A
includes distances measured to points in the 'buffer zone' when
necessary; Col.B includes only those distances substituted if such
measurements are not allowed.
5) The observed to expected ratio is calculated:

\[ R(1) = \frac{7.0}{6.68} = 1.05 \]

6) \( R(1) \) is well within the range of values defined by the \( a = 0.05 \) limits for \( N = 20 \) (0.7709 and 1.2291). The null-hypothesis \( H_0 : R(1) = 1.0 \) is accepted, and the pattern taken to be highly likely to be random.

(vi) Higher neighbour levels.

Only limited aspects of a pattern are considered if nearest neighbour distances alone are used. For example, the three patterns in Figure 3 all give \( R(1) = 0.36 \). In each case all points are located in pairs, and \( r(1) \) values are the same for all patterns. The pairs of points are, however, clustered (A), randomly located (B), and regularly spaced (C) respectively. If \( R \) statistics analogous to the \( R(1) \) case are calculated for the second and third nearest neighbours, clear differences emerge (Figure 3). This is the basic reason for extending the order neighbour method to higher neighbour levels. It allows analysis and description of patterns at different scales or at different degrees of generalization.

It has been shown (e.g. by Thompson, 1956) that the expression equivalent to Equation 1 is:

\[ \phi(K) = \frac{[2K]}{[2K + 1]} \left[ \frac{d^K}{d^{K-2}} \right] \]

where \( K \) is the neighbour level. More specifically:

\[ \phi(2) = 0.75 d^{-0.5} \]  
(6A)

and \( \phi(3) = 0.94375 d^{-0.5} \)

(6B)

The ratio between observed and expected values then becomes:

\[ R(K) = \frac{\phi(K)}{\phi(K)} \]  
(7)

The standard deviations at second and third neighbour levels are:

\[ \phi(R(2)) = 0.3630 N^{0.5} \]  
(8A)

and \( \phi(R(3)) = 0.2941 N^{0.5} \)

(8B)

Critical values at the second and third neighbour levels are listed in Table 1. \( R(K) = 0 \) indicates the extreme form of clustering for all values of \( K \), whilst \( R(2) = 1.4333 \) and \( R(3) = 1.1467 \) indicate the extreme form of dispersion.

Higher-neighbour distances allow consideration of inter-point relationships and patterning at different scales. Figure 3 illustrates just one of many possible examples of patterns which are similar at one level, but very different at others. Whilst the interpretation of the results of higher level analyses may not be as straightforward as for the first neighbour level, their use does provide additional information, and hence allows a
fuller description of each pattern. Some authors have provided tables of parameter values for $K > 10$. Results cannot, however, be interpreted unambiguously when $K > 3$. In particular, $R(K)$ values for the extreme case of regularity fall within the ranges theoretically indicating randomness. In fact, there are $R(4)$ values (and $R(K)$ values where $K > 4$) that could arise from moderately highly clustered, random, or dispersed patterns. There may, though, be particular circumstances in which higher neighbour analyses will be particularly valuable, but such applications are beyond the scope of this outline.

Second and third level analyses can, however, be profitably applied to situations like those of Figures 2 and 3. The pattern in Figure 2, constructed to be random, has values of $R(2)$ and $R(3)$ that fall within the relevant $a = 0.05$ critical values. This pattern is clearly random at the first three levels. One point to note, however, is that the boundary effect becomes much greater at higher levels. The columns headed 'B' in Table 2 give the distances to first, second, and third nearest neighbours that have to be substituted for values in the corresponding column A if buffer-zone measurements are prohibited. For $R(1)$, only one value is affected; for $R(2)$, seven; and for $R(3)$ ten! Differences in the calculated values of $R(K)$ with and without across-boundary measurements also increase as $K$ increases.

In Figure 3, all three patterns consist of pairs of points spaced a constant distance apart. Not surprisingly, $R(1)$ values seemingly indicate three equally highly clustered patterns. But both $R(2)$ and $R(3)$ values show marked differences between patterns and indicate the type of higher level pattern present in each case. At both of these higher levels, Pattern A and Pattern C clearly cannot be accepted as random, as their $R(K)$ values lie outside the $a = 0.01$ critical values (Table 1). We could conclude, then, that, apart from the presence of the first-neighbour pairs, Pattern A is clustered, Pattern B is random, and Pattern C is dispersed.

(iii) Conclusion

The preceding sections have introduced the fundamentals of order-neighbour analysis. The validity of the results obtained is dependent on the applicability of the assumptions and conditions outlined in Section II(ii) above. In addition, Section II(iv) has suggested that the $R$ statistic, in itself, is of somewhat limited usefulness in describing and classifying non-random patterns. These problems and shortcomings, and some suggestions to overcome them, form the basis for the sections that follow.

III THE BOUNDARY EFFECT

(i) The boundary effect and approaches to it

Theoretical derivations of the expected range of values for $R(K)$ from random patterns depend on the existence of an unbounded area that does not limit distance measurements in any direction. For the use of such a range in hypothesis testing, the empirical $F(K)$ value must also be derived from such an unbounded area. If this is not the case, some 'across-boundary' measurements must be discarded in favour of longer ones in other directions. If across-boundary measurements are not possible or not desirable, for whatever reason, the calculated values of $R(K)$ will be inflated.
One solution to this problem was introduced above (Section II(v)). A 'buffer zone' is constructed around the study area and any necessary measurements to points within the extended area are allowed. No points in the 'buffer zone' are used as the origins of measurements, however. In practice, this normally means reducing the effective study area. The inner area is taken to contain a population of points which is an entirely representative sub-section of a large population: we are assuming that the pattern in the inner area is part of one extending into the 'buffer zone'. Whether or not such an assumption is valid is often hard to determine before an analysis is carried out; if it is known that the conditions associated with the development of the pattern are identical throughout, the assumption will be soundly based. In addition, however, the appropriateness of this approach depends on the manner in which hypotheses are stated, a point developed further below.

Two other considerations may make the buffer zone approach undesirable in particular circumstances. First, such an approach necessarily leads to a reduction in the number of points available as origins for distance measurements. Secondly, there are any number of situations where the buffer zone approach may be unsuitable because of the way in which it is desirable to frame the hypotheses. Geographers are often confronted with situations in which the value of \( N \) is already small. They are also frequently concerned with well-defined study areas best treated as units. Geographical boundaries, whether natural or political, usually cannot be ignored. Measurements cannot be made across a coastline, or across a mountain or other barrier that effectively separates two distinct populations. Nor can they be made to points in a district or area of different cultural or political milieu, if the points are to be representative features of the cultural landscape. The alternative is, again, to delimit a smaller area within the whole to create a 'buffer zone'. Great care must then be exercised if the results are to be related to the total unit; it may or may not be possible to infer that the results obtained for the smaller area apply to the whole. Geographers do, like it or not, often wish to deal with bounded patterns with a relatively small number of points exactly the situation in which the boundary effect is greatest.

Another approach is, however, possible. A set of parameter values, frequency distributions, and critical values from just such bounded patterns can be derived. If this is done, \( R \) statistic values from bounded patterns can, with validity, be compared with them in hypothesis testing. Like is again being compared to like. Hsu and Mason (1972) studied the problem in just this manner, and found that the critical values for randomness were significantly larger for bounded patterns. Others have also generated sets of bounded patterns to establish critical ranges, using a simplified Monte Carlo significance test procedure (Hope, 1968). Both Ebdon (1976) and the present author have generated large numbers of patterns with various values of \( N \) to empirically establish the ranges of values of \( R \) expected from bounded random patterns.

(ii) Critical values of \( R(K) \) in bounded random patterns

A computer program was used to generate 200 random patterns in bounded square study areas for \( N = 25, 50 \) and 100; and 50 such patterns for \( N = 20, 40, 60 \) and 75. The actual degree of divergence of both the mean and standard deviation of \( R(K) \) depends on the values of both \( N \) and \( K \). The strength of the boundary effect decreases as the value of \( N \) increases, but increases as higher neighbour levels are reached. Curves were fitted to the distributions of values to give the following predictive equations:

\[
\begin{align*}
\mu[R(1)] &= 1.0 + 0.4979 N^{-0.5} \quad (9A) \\
\mu[R(2)] &= 1.0 + 0.6351 N^{-0.5} \quad (9B) \\
\mu[R(3)] &= 1.0 + 0.7765 N^{-2.5} \quad (9C) \\
\sigma[R(1)] &= 0.6331 N^{-0.5} \quad (10A) \\
\sigma[R(2)] &= 0.5036 N^{-2.5} \quad (10B) \\
\sigma[R(3)] &= 0.4687 N^{-2.5} \quad (10C)
\end{align*}
\]

It has been established by empirical tests that the \( R(K) \) values from bounded patterns follow a normal distribution, and it is thus straightforward to calculate critical values. For certain values of \( N \) these are listed in Table 3. Results should not be extrapolated beyond the range of \( N \), 20(\text{or}120) given.

Only the lower critical values are given for \( K = 3 \) in Table 3, as there is considerable overlap between the upper part of the range and the reference value for triangular lattice patterns, \( R = 1.1467 \). \( R(3) \) does not offer an unambiguous means of differentiating between random and regular patterns (Section II(vi)). The test for randomness should be applied in a one-tailed form at the \( K = 3 \) level, and only when \( R(3) < \mu[R(3)] \).

All of the patterns used in establishing these equations were in square study cases. Changes in the shape of the area may affect the strength of the boundary effect as the relationship between the perimeter and the area changes. In fact, experience has shown that the tabled critical values (Table 1) can be safely used for study areas without concave or re-entrant boundaries and with a length-to-breadth ratio not exceeding 4:1. These restrictions may exclude some natural or political units, unless their shape is modified, as such units are notoriously irregular.

(iii) Correction equations

Alternatively, it is possible to counteract the boundary effect by applying correction equations. Such equations allow for the trends in the means and standard deviations implicit in Equations 9 and 10. The corrected, bounded \( R \) statistic values can then be compared directly to the theoretical critical values of Tables 1, 3 and 4. The relevant correction equations are:

\[
\hat{R}(1) = 0.174 + 0.6226 R(1) - 0.4111 N^{-2.5} \quad (11A) \\
\hat{R}(2) = 0.2794 + 0.7206 R(2) - 0.4575 N^{-2.5} \quad (11B) \\
\hat{R}(3) = 0.3726 + 0.6274 R(3) - 0.4835 N^{-2.5} \quad (11C)
\]

These equations allow for the increased value of the means and for the differences between theoretical and bounded standard deviation values. Again, these have been derived specifically for square study cases and the comments in the previous section apply equally here.
Table 3. Critical values and means of $R(K)$ for bounded random patterns

<table>
<thead>
<tr>
<th>$K$</th>
<th>$N$</th>
<th>Lower critical values $\alpha = 0.01$</th>
<th>Mean $\alpha = 0.05$</th>
<th>Upper critical values $\alpha = 0.01$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>0.7461 0.8339 1.1133</td>
<td>1.3888 1.4766</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>0.7927 0.8643 1.0909</td>
<td>1.3175 1.3891</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td></td>
<td>0.8205 0.8825 1.0787</td>
<td>1.2749 1.3370</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>0.8394 0.8999 1.0704</td>
<td>1.2459 1.3014</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td></td>
<td>0.8534 0.9041 1.0643</td>
<td>1.2245 1.2752</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td></td>
<td>0.8643 0.9112 1.0595</td>
<td>1.2078 1.2547</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td></td>
<td>0.8730 0.9169 1.0557</td>
<td>1.1944 1.2335</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td></td>
<td>0.8803 0.9217 1.0525</td>
<td>1.1833 1.2247</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>0.8864 0.9257 1.0498</td>
<td>1.1739 1.2131</td>
<td></td>
</tr>
<tr>
<td>110</td>
<td></td>
<td>0.8917 0.9292 1.0475</td>
<td>1.1658 1.2032</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td></td>
<td>0.8963 0.9322 1.0455</td>
<td>1.1587 1.1946</td>
<td></td>
</tr>
</tbody>
</table>

The two approaches of the previous sections are applicable when testing the hypothesis of randomness. They are not generally as relevant when describing and analyzing the particular forms of non-randomness present. The more extreme the non-randomness, the less likely it is that the boundary effect will be of the same type and strength. In fact, the extreme form of regularity will show no boundary effect for $K = 3$, as each point is well distant from six others and, unless $N$ is very small, at least three of these will occur within the bounded area. Highly clustered patterns will show a negligible boundary effect, if any, unless the boundary runs through clusters containing few points.

(iv) Conclusion and example

The two approaches of the previous sections are applicable when testing the hypothesis of randomness. They are not generally as relevant when describing and analyzing the particular forms of non-randomness present. The more extreme the non-randomness, the less likely it is that the boundary effect will be of the same type and strength. In fact, the extreme form of regularity will show no boundary effect for $K = 3$, as each point is well distant from six others and, unless $N$ is very small, at least three of these will occur within the bounded area. Highly clustered patterns will show a negligible boundary effect, if any, unless the boundary runs through clusters containing few points.

Figure 2 was generated as a random pattern. If the boundary is now taken to limit the directions of measurements, we obtain the results given in each column of Table 2. The boundary effect on $R(1)$ is very slight. The bounded versions of $R(2)$ and $R(3)$, however, fall below the theoretical upper critical values for randomness ($\alpha = 0.01$). If these results were interpreted without in any way allowing for the boundary effect, it would be concluded that the pattern is most unlikely to be random at the $K = 2$ and $K = 3$ levels and has a tendency to dispersion. But we know the pattern that was constructed is random. If we compare the empirical $R(K)$ values to the critical values of Table 3, however, both $R(2)$ and $R(3)$ are within the relevant critical values for $\alpha = 0.05$. The pattern would thus, correctly, be interpreted as being statistically acceptable as random at all three neighbour levels.

If the correction equations are applied, the corrected $R(K)$ values are $R(1) = 0.8526$, $R(2) = 1.1057$, and $R(3) = 1.0676$. One feature of this approach is that the equations allow for the 'average' boundary effect. As the particular strengths for given patterns vary due to the chance or random elements involved, one cannot expect each $R(K)$ value to be identical to the corresponding $R(K)$ value calculated with across-boundary measurements included. In this example, the boundary effect at the $K = 1$ level was very small, and the $R(1)$ value has been over-corrected. The $R(2)$ and $R(3)$ values do, however, approximate the unbounded $R(2)$ and $R(3)$ values quite closely. The corrected value at each level falls within the appropriate theoretical critical values ($\alpha = 0.05$), and the hypothesis of randomness cannot be rejected.

IV CUMULATIVE FREQUENCY DISTRIBUTIONS

(i) Introduction

Order-neighbour analysis, as discussed so far, involves the interpretation of a single $R(K)$ value at each neighbour level. The calculation of these values necessarily involves a very considerable loss of information. An alternative approach that would allow some of this to be retained and used in the descriptive and analytical processes is thus intuitively appealing. Cumulative frequency distribution analysis constitutes one such approach. Cowie (1969) strongly advocates this approach, claiming two particular advantages for this method: it circumvents the boundary problem; and it allows a more detailed analysis and description of patterns. The first of these claims is quite inaccurate, but the second is definitely justified.

It is possible to use the gamma distribution as the basis for a test of randomness (Dacey, 1964, 46), but the relevant tables are unlikely to be readily available and are not easy to use. A normal distribution, on the other hand, is readily applied and may be used as a simple, but less accurate, alternative. In either case, the expected mean and standard deviation for the distribution of $R(K)$ values is known (Section II), and hence the complete expected frequency distribution can be established. A standard goodness-of-fit test can then be used to test the null-hypothesis of no significant
difference between observed and expected distributions. This is equivalent to testing the hypothesis of randomness.

Aplin (1979) advocates a third approach. A square root transformation is often used to reduce positive skewness in a distribution. There is also a theoretical justification for its use in this context: if a random variable \( X \) follows a normal distribution, a second random variable \( Y = \sqrt{X} \) follows a gamma distribution. Hence, the square roots of distance measurements, \( r(K)^{0.5} \), from a random pattern will be normally distributed. This approach thus combines the ease of finding expected frequencies from a table of areas under the normal curve with accuracy. Arithmetic probability paper can be used to give a relatively quick and easy visual test for randomness, or a standard goodness-of-fit test can be applied. Unfortunately, theoretical values for the parameters have not, to the author's knowledge, been established. Any test based on \( r(K)^{0.5} \) values would thus necessarily be based on empirically derived parameter values.

(11) Bounded patterns

Although parameter values have not been established for unbounded patterns, the author has used a process analogous to that outlined in Section III to find equivalent values for bounded, random patterns. The comments on the shape of study areas (Section II(ii)) again apply. A process of curve-fitting gave the following predictive equations:

\[
\begin{align*}
\mu[r(1)^{0.5}] &= 0.6734 + 0.1916 N^{-0.5} \\
\mu[r(2)^{0.5}] &= 0.8471 + 0.2639 N^{-0.5} \\
\mu[r(3)^{0.5}] &= 0.9512 + 0.3716 N^{-0.5} \\
\sigma[r(1)^{0.5}] &= 0.1942 + 0.0702 N^{-0.5} \\
\sigma[r(2)^{0.5}] &= 0.1727 + 0.0870 N^{-0.5} \\
\sigma[r(3)^{0.5}] &= 0.1540 + 0.1523 N^{-0.5}
\end{align*}
\]

where \( \mu \) is the mean and \( \sigma \) the standard deviation of the \( r(K)^{0.5} \) distribution in question. All of the above equations are standardized to a point density of \( d = 1.0 \); for other densities, multiply the values given by \( d^{-0.25} \). Values of the parameters for selected \( N \) are given in Table 4.

The expected cumulative frequency distribution for random patterns is a cumulative normal distribution with mean and standard deviation values calculated from Equations 12 and 33. Any such distribution plots as a straight line on arithmetic probability paper (Figure 4). Random patterns are indicated by curves that approximate this line. Non-random patterns with a tendency to dispersion are indicated by curves which are concave upwards and to the right of the line; and those with a tendency to clustering by curves which are convex upwards and to the left of the line. Neither extreme pattern can be plotted, as probability paper cannot show either 0 percent or 100 percent. In practical terms, a random pattern is indicated by a distribution which does not differ significantly from the expected normal distribution. Such significance can be tested in a number of ways (Gardiner and Gardiner, 1978; Section IV), including goodness-of-fit tests such as the chi-square and two-sample Kolmogorov-Smirnov tests, or by using the critical values of the latter to plot confidence limits on the probability graph (see Section IV(iv)).

<table>
<thead>
<tr>
<th>( K )</th>
<th>( N )</th>
<th>Predicted value of:</th>
<th>Mean (+) Standard deviation (\times 10^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>0.7613</td>
<td>0.2141</td>
</tr>
<tr>
<td>25</td>
<td>0.7118</td>
<td>0.2124</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.7037</td>
<td>0.2095</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.7005</td>
<td>0.2083</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.6982</td>
<td>0.2074</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>0.6956</td>
<td>0.2065</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.6926</td>
<td>0.2054</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>0.9061</td>
<td>0.1922</td>
</tr>
<tr>
<td>25</td>
<td>0.8998</td>
<td>0.1901</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.8888</td>
<td>0.1865</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.8844</td>
<td>0.1851</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.8811</td>
<td>0.1840</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>0.8775</td>
<td>0.1828</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.8755</td>
<td>0.1834</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>1.0342</td>
<td>0.1888</td>
</tr>
<tr>
<td>25</td>
<td>1.0255</td>
<td>0.1852</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.0099</td>
<td>0.1789</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>1.0037</td>
<td>0.1763</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.9991</td>
<td>0.1745</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>0.9941</td>
<td>0.1724</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.9883</td>
<td>0.1700</td>
<td></td>
</tr>
</tbody>
</table>

*All values are standardized to \( d = 1.0 \); for other densities multiply the values given by \( d^{-0.25} \).

Figure 4. General forms of cumulative frequency plots on arithmetic probability paper.
Table 5. Cumulative frequency distribution analysis of Figure 2 (K = 1): Kolmogorov-Smirnov test

<table>
<thead>
<tr>
<th>Upper class boundary</th>
<th>Cumulative frequencies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard deviation units</td>
</tr>
<tr>
<td>-2.5</td>
<td>0.6632</td>
</tr>
<tr>
<td>-2.0</td>
<td>1.0553</td>
</tr>
<tr>
<td>-1.5</td>
<td>1.4474</td>
</tr>
<tr>
<td>-1.0</td>
<td>1.8395</td>
</tr>
<tr>
<td>-0.5</td>
<td>2.2336</td>
</tr>
<tr>
<td>0</td>
<td>2.6237</td>
</tr>
<tr>
<td>+0.5</td>
<td>3.0158</td>
</tr>
<tr>
<td>+1.0</td>
<td>3.4079</td>
</tr>
<tr>
<td>+1.5</td>
<td>3.8000</td>
</tr>
<tr>
<td>+2.0</td>
<td>4.1921</td>
</tr>
<tr>
<td>+2.5</td>
<td>4.5842</td>
</tr>
</tbody>
</table>

* D(max) = 15.85

The values used as class boundaries are shown in Column 1 as z-scores, and in Column 2 as r(K)\(^{0.5}\) values; the expected frequencies are given in Column 4.

4) Tabulate the corresponding observed cumulative frequency values for all class boundaries. Column 3 gives these observed values.

5) Find the difference between the observed and expected frequencies in each pair, ignoring the plus and minus signs.

6) Find the maximum value of D, D\(_{\text{max}}\) = 15.85.

7) Use a table of the critical values of the Kolmogorov-Smirnov statistic, D(N,\(\alpha\)). For N = 20, the critical values are D(20, 0.05) = 0.445, and D(20, 0.01) = 0.55. In other words, for N = 20 and \(\alpha = 0.05\), the two distributions must, at some stage, differ by more than 0.445 (if a 0 to 1 proportional scale is used) or by more than 0.55 percent (if the cumulative frequencies are expressed as percentages) before the difference is significant. Critical values for D(N,\(\alpha\)) may be found from Table L of Siegel (1956, 278-9) for N\(_{\text{max}}\), or from the formulae:

\[ D(N, 0.05) = 1.36 \sqrt{\frac{N}{n} + \frac{n}{N}} \]  

and  
\[ D(N, 0.01) = 1.63 \sqrt{\frac{N}{n} + \frac{n}{N}} \]

It is necessary to use the two-sample version of the Kolmogorov-Smirnov test as the mean and standard deviation values have been calculated from samples and the test does not involve a theoretically defined distribution.

(iii) Examples

Figure 5 shows two K = 1 cumulative frequency curves plotted on probability paper. Curve A is derived from a regular lattice pattern with small, random displacements of points from their original lattice positions. It indicates an absence of small distance measurements, and the occurrence of the bulk of all measurements in a small range of values at about one standard deviation unit above the mean. It should be noted that raw distance values could have been used on the horizontal scale, but comparability between graphs, and hence between patterns, would then be reduced. Curve B is derived from a clustered (Thomas Double Poisson) distribution, and clearly indicates the prevalence of small distance values.

Only one example, the K = 1 case for the pattern of Figure 2, is worked in detail. The corresponding cumulative frequency distribution is graphed as Figure 6. The numerical values involved are given in Table 5. An analysis of this type involves the following steps:

1) Find the square roots of relevant distance measurements; i.e. calculate r(K)\(^{0.5}\) values.

2) Calculate the mean and standard deviation for the expected distribution from Equations 12 and 13: for N = 20 and \(\sigma = 0.05\), \(\mu_r(K) = 2.6237\), and \(\sigma_r(K) = 0.7842\).

3) Use a table of areas under the normal curve to establish the expected cumulative frequency at each of a number of z-score or standard deviation unit values. The values used as class boundaries are shown in Column 1 as z-scores, and in Column 2 as r(K)\(^{0.5}\) values; the expected frequencies are given in Column 4.

4) Tabulate the corresponding observed cumulative frequency values for all class boundaries. Column 3 gives these observed values.

5) Find the difference between the observed and expected frequencies in each pair, ignoring the plus and minus signs.

6) Find the maximum value of D, D\(_{\text{max}}\) = 15.85.

7) Use a table of the critical values of the Kolmogorov-Smirnov statistic, D(N,\(\alpha\)). For N = 20, the critical values are D(20, 0.05) = 0.445, and D(20, 0.01) = 0.55. In other words, for N = 20 and \(\alpha = 0.05\), the two distributions must, at some stage, differ by more than 0.445 (if a 0 to 1 proportional scale is used) or by more than 0.55 percent (if the cumulative frequencies are expressed as percentages) before the difference is significant. Critical values for D(N,\(\alpha\)) may be found from Table L of Siegel (1956, 278-9) for N\(_{\text{max}}\), or from the formulae:

\[ D(N, 0.05) = 1.36 \sqrt{\frac{N}{n} + \frac{n}{N}} \]  

and  
\[ D(N, 0.01) = 1.63 \sqrt{\frac{N}{n} + \frac{n}{N}} \]

It is necessary to use the two-sample version of the Kolmogorov-Smirnov test as the mean and standard deviation values have been calculated from samples and the test does not involve a theoretically defined distribution.

20
11) Plot the observed distribution: values of 0 percent or 100 percent cannot be plotted.

12) If the observed distribution lies outside the critical limits at any point, the hypothesis of randomness must be rejected at that confidence level. In this example, the observed distribution plot lies entirely within the critical limits defined by $D(0.05, 0.05)$, and hence the pattern is accepted as random at the $\alpha = 0.05$ level of significance.

A third alternative is to use the chi-square test. Because of the limitations on the permitted number of cells with small expected frequencies, this test is inappropriate when $N$ is small. Table 6 illustrates its use with a hypothetical case for which $N = 120$.

Table 6. Hypothetical cumulative frequency distribution analysis using chi-square test

<table>
<thead>
<tr>
<th>Distance class (standard deviation units)</th>
<th>Observations</th>
<th>Expected</th>
<th>$(O-E)^2/E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;-2.0</td>
<td>2</td>
<td>2.70</td>
<td>0.18</td>
</tr>
<tr>
<td>-2.0 to -1.5</td>
<td>8</td>
<td>5.28</td>
<td>1.40</td>
</tr>
<tr>
<td>-1.5 to -1.0</td>
<td>12</td>
<td>11.04</td>
<td>0.08</td>
</tr>
<tr>
<td>-1.0 to -0.5</td>
<td>26</td>
<td>18.00</td>
<td>3.56</td>
</tr>
<tr>
<td>-0.5 to 0</td>
<td>35</td>
<td>22.98</td>
<td>6.29</td>
</tr>
<tr>
<td>0 to 0.5</td>
<td>15</td>
<td>22.98</td>
<td>2.77</td>
</tr>
<tr>
<td>0.5 to 1.0</td>
<td>10</td>
<td>18.00</td>
<td>3.56</td>
</tr>
<tr>
<td>1.0 to 1.5</td>
<td>6</td>
<td>11.04</td>
<td>2.30</td>
</tr>
<tr>
<td>1.5 to 2.0</td>
<td>4</td>
<td>5.28</td>
<td>0.31</td>
</tr>
<tr>
<td>&gt;2.0</td>
<td>2</td>
<td>2.70</td>
<td>0.18</td>
</tr>
</tbody>
</table>

\[ \sum \frac{(O-E)^2}{E} = \chi^2 = 20.63 \]

Critical values for nine degrees of freedom are $\chi^2_{0.05} = 16.92$ and $\chi^2_{0.01} = 21.67$. The hypothesis of no difference between the observed and expected frequencies is thus rejected at the $\alpha = 0.05$ level, but accepted at the $\alpha = 0.01$ level. A two-sample Kolmogorov-Smirnov test on this data leads to the same conclusions as $D_{max} = 19.17$, whilst Equations 144 and 148 give values of $D(120, 0.05) = 17.55$ and $D(120, 0.01) = 21.04$.

(iv) Lowering the ambiguity level

It has been suggested that the cumulative frequency approach allows greater use to be made of the available information in reaching conclusions and providing descriptions. Figure 7 serves to reinforce this claim. A
pattern was purposely constructed to give a value of $R(1)$ similar to that for random patterns, whilst having a cumulative frequency distribution of distances that is quite different. Although the $R(1)$ values for the two patterns are almost identical, the two plotted distributions clearly indicate the differences between them. Most situations will not be as dramatic as this, but it is very often possible to go much further in terms of description and analysis if the cumulative frequency approach is used instead of, or in addition to, the $R$ statistic.

V APPLICATIONS OF ORDER-NEIGHBOUR METHODS

(i) Introduction

Point pattern analysis has been used in many geographical research contexts. Phenomena that have been abstracted to points include such varied objects as drumlins (Trenhaile, 1971) and Romano-British walled towns (Hodder and Hassall, 1971). The majority of such studies have, however, dealt with either more modern human settlements (e.g. Dacey, 1962; Hamilton, 1971; Jensen-Butler, 1972; and King, 1962), or with the locational patterns of given activities within urban areas (e.g. Sherwood, 1970 (grocery shops, and solicitors and accountants); Yeates, 1974 (various retail activities); Rolfe, 1965 (neighbourhood parks); and Pinder and Witherick, 1972 (schools and hat merchants)). Critiques of these varied uses are given below (Section V(iv)).

(ii) Selected urban activities, Melbourne

The following examples arise from an unpublished study by the author of the locational patterns of a number of activities in Sydney and Melbourne, Australia. The Melbourne study area included a large part of the Melbourne metropolitan area, whilst excluding surrounding non-urban land as much as possible, whilst a cross-section of urban landscapes, from the central business district to newly developed outer suburbs, is included, a large urban district to the east and south-east is not. Any attempt to relate conclusions to the entire metropolitan area should, then, proceed cautiously. A simple, rectangular study area is used, although this restriction may not have been necessary (see Section III(ii)). Data relate to the situation in 1973.

The locations of activities in a number of categories were established from commercial and telephone directories, and with the aid of detailed maps. Each location was identified by a six-figure grid reference. Calculations were carried out by a computer, thus enabling large populations and a considerable number of different analyses to be handled with ease. Output from the program included the $R(k)$ statistics and indices given in Table 7, as well as values for a number of other statistics not covered here. It also provided the basic cumulative frequency distribution data needed to draw graphs (Figure 9) and test hypotheses. The locations of three activities are discussed in the remainder of this section: government secondary schools, ladies' clothing manufacturers, and Roman Catholic churches (Figure 8).

The population for the analysis of government secondary schools includes all secondary schools operated by the Victorian Department of Education. There are, in fact, two parallel systems - the academically oriented high schools, and the more technically and vocationally oriented technical schools. This, in large part, explains the occurrence of the occasional closely spaced pairs of schools. Whether or not the two types of schools should be considered together is open to argument, but that issue will not affect the usefulness of this example as a demonstration of order-neighbour analysis.

Table 7 gives the results for the various analyses. It is not possible to give an unambiguous result in the case of $R(3)$, as the value calculated could be from either a random or dispersed pattern (Section III(ii)). Both $R(1)$ and $R(2)$ fall well within the range delimited by the $a = 0.05$ critical values for bounded, random patterns. All observed cumulative frequency distributions are entirely within the critical limits ($a = 0.05$) and, in fact, very close to the normal line. The $K = 1$ case is graphed in Figure 9(a): the $K = 2$ and $K = 3$ graphs are very similar. This range of analyses can only lead one to conclude that the pattern is a random one.

If the area were homogeneous, an intra-urban version of central place theory would lead to a hypothesis that the schools are regularly spaced. The analysis above leads to that hypothesis being rejected. One of the major reasons is, of course, that the study area is anything but homogeneous...
in terms of population density. In other words, the regular spacing model assumes that would-be 'customers' are uniformly distributed. It also assumes the schools are of equal size and that the bodies responsible for planning and locating schools have done their job and have been able to respond to demographic change and urban growth. The seemingly random location of schools is most likely a result of three factors acting together: heterogeneity in terms of the density of 'customers'; varying sizes of schools; and an inability to locate in an ideal, theoretically sound manner. In this particular case, the dual nature of the school system may also be important. The analysis does illustrate the value of a point pattern analysis in leading to further questions and, potentially, further hypotheses, once the original one (in this case, one of dispersion) has been rejected. If the theory is applicable, this result focuses attention on the imperfections in the ideal situation summed in the assumptions necessary for that theory to hold.

In the second example, the particular manufacturing establishments included were those producing ladies' suits and coats. Many geographers have commented on the highly concentrated nature of this industry. The point pattern representing their locations in Melbourne immediately confirms that they are similarly concentrated in that city. In fact, the points cannot be

* R(3) value greater than mean expected for bounded, random distribution; unambiguous interpretation not possible (see Section III(vi)).
plotted as individuals at all within a small area of the inner city: there are 70 establishments in an area of approximately 6 km²; 46 of those within an area of 1.25 km². There is also an identifiable secondary concentration further south. In a number of cases, firms even share premises, and hence, at the scale of any practicable study, have the same location. The hypothesis is thus one of a high degree of clustering.

All R(K) values are well below the lower critical values for randomness, indicating a high degree of clustering. Furthermore, Figure 9(b) shows a cumulative frequency distribution in which the bulk of the distance values are small: again, the K = 2 and K = 3 cases are similar. The obvious conclusion is that the manufacturers of ladies’ suits and coats are strongly agglomerated. There is one question, however, that an analysis such as this cannot answer by itself: to what extent is this clustering due to the fact that manufacturing as a whole is concentrated in certain districts of Melbourne? One approach would be to undertake similar studies of other industries to compare them. Both foundries and plastics manufacturing in Melbourne are much less highly clustered, for example.

The locations of Roman Catholic churches are shown in Figure 8(c). Knowing that the population density in general, and that of Roman Catholics in particular, varies considerably from one part of the city to another, one cannot expect the pattern to be completely and regularly spaced. This heterogeneity, and an attempt to cater for the relevant population, leads one to expect clustering or, if the various factors interact in a certain way, randomness. It would again be useful to have some means of allowing for the heterogeneity of ‘customer’ densities, either by means of a map transformation (Tobler, 1961) or by some form of weighting of distance values. Both are far beyond the scope of this work.

As with the schools, a visual inspection of the map tells us little of the type of pattern present. Table 7 suggests mild dispersion at the K = 1 level, and randomness at the two higher levels. At the K = 2 level, the

<table>
<thead>
<tr>
<th>Activity</th>
<th>Sydney</th>
<th>Melbourne</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ladies’ clothing manuf.</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Foundries</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Plastics manufacturing</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Public hospitals</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>C.B.C. banks</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Govt. secondary schools</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>Totalizator agencies</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Police stations</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Presbyterian churches</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Roman Catholic churches</td>
<td>10</td>
<td>9</td>
</tr>
</tbody>
</table>

R(K) value is not far below the upper α = 0.05 critical value, but the R(3) value is less than the mean. It appears, then, that the tendency to dispersion becomes progressively weaker to the point of disappearing as higher neighbour levels are reached. The first level tendency to dispersion can be explained by the absence of the very small distances found in all random patterns. Both the map and Figure 9(c) show this. The churches have avoided locating too close to each other. In the case of the secondary schools, these small distance values were provided somewhat artificially by the adjacent locations of some pairs of high and technical schools. School locations may not, then, be as random as the pattern analysis seems to indicate. Despite the tendency to regularity in the locational pattern of the churches at the K = 1 level, the results as a whole show that the pattern is, in overall terms, more adequately described as random.
In these two cities, the manufacturing industries studied are more clustered or agglomerated than any of the other activities except the public hospitals, particularly in Melbourne. Industry in general is located almost exclusively in designated industrial areas. The garment trade, in particular, is much more highly concentrated within very limited areas within these general industrial zones. Public hospitals have tended to concentrate in locations near the central business districts and in the older, more densely populated and generally more accessible, inner suburbs. It is only in recent years that efforts have been made, especially in Sydney, to open large new hospitals in outer areas, even if this has meant closing some beds in the inner suburban hospitals.

Banks and Totalizator Agency Board branches - the commercial activities - form a second, less clustered group. Their locations are fairly evenly spaced throughout the suburban areas, but there are also obvious concentrations in the central business districts. A third group is comprised of service activities, police stations and churches, and these are somewhat more regularly located as they rely less on locations in commercial districts, and more on proximity to residential populations. Secondary schools are the one activity that fit this general categorization of service activities poorly: they show the widest variety in their rankings. It should be added, however, that none of these patterns shows a particularly strong tendency to regularity, no doubt because of the concentration of the urban population and economic activity into certain areas.

(iv) Other published studies

This section is a critique of a number of papers and sections of books that involve the use of order-neighbour analysis. It is by no means exhaustive, due to space criteria and to a desire to limit the treatment to relatively easily accessible material. Particular reference will be made to aspects of these studies that highlight or illustrate points made in previous sections.

Pinder and Witherick (1972) offer possibly the best short introduction to the technique available. As the title of their paper suggests, they deal with both the principles and the pitfalls of this method of analysis. In addition, they include four empirical analyses. Two of these, involving tors on the Bodwin Moor granitic boss and Junior schools in Southampton, illustrate applications in very different contexts. In both cases, it is hypothesized that the patterns will be dispersed. What if that is found to not be the case? Should the analyses reveal that the patterns are not uniform (i.e. dispersed), then clearly distorting forces have been at work, and it is these that require identification and evaluation (p282). That is precisely the approach taken in the studies of functions in Melbourne (Section V(i)). In more general terms, the authors stress the value of order-neighbour analysis in helping pose further questions. The other two analyses concern health materials merchants in Luton in 1914 and 1965, and is an example of temporal comparisons, even though no rigorous statistical approach is taken. This paper demonstrates the care needed in interpreting the results of order-neighbour analyses.

A considerable number of studies have involved settlement patterns; that of King (1962) was the earliest to become widely known. He sees the need to have a more precise connotation to descriptive terms such as 'dispersed' and 'agglomerated' and suggests order-neighbour analysis as a means of achieving that. He takes twenty areas within the U.S. with values of N ranging from 20 to 172 to give a series of settlement patterns in a cross-section of physical and economic regions. Cross-boundary measurements are allowed (see Section III(i)). Only the K = 1 cases are considered and the results are seen as being mainly descriptive, although he does suggest that they can bring 'powerful and sophisticated statistical techniques to bear' to explain variations in R(1) values. The ability to do this does not appear as great as King implies.

Barr et al. (1971) apply the same approach to twenty sample areas in the U.S.R.R., but extend the analyses to the K = 6 level. The fact that some areas have values of N as low as 3, however, throws very considerable doubt on the reliability of some of their results (see Section II(iii)), whilst admitting that the higher order results are difficult to interpret, they find that those results do give 'greater utility and power of description than statistics derived for first order distances alone' (p.222; cf. Section II(v)).

Such studies are extended by Jensen-Butler (1972) in that he deals with a number of levels in the settlement hierarchy. The claim that the nearest neighbour statistic can measure the extent to which a distribution of points approaches a uniform (equilateral triangular) distribution' (p.356) is not justifiable in that no statistically reliable method of doing so exists. It is more accurate, however, to claim that 'nearest neighbour analysis is essentially an exploratory technique' (p.359). This is illustrated in the same paper by the alternative hypotheses suggested as a result of the analyses carried out.

Although Hamilton (1971) is dealing with industrial location patterns in Eastern Europe, his analyses are of industrial towns rather than individual sites, whilst his analyses of macro- and meso-scale regions involve 80 or more points in each case, the bulk of his micro-regions for 1945 have N < 5: he, in fact, gives an R(1) value where N = 2 and even quotes a result of R(1) = 0.0000 for N = 0. Such a tabulation of results shows a clear lack of understanding, as do two other aspects of the paper: first, no mention is made of the boundary problem; and secondly, his chosen regions are often across national boundaries and, although entirely within the Eastern Bloc, may be affected by important differences in national policy.

Two further studies provide a useful contrast. Hirst (1971), in a study of the administrative centres of Uganda, displays a similar lack of concern for both small N values and the boundary problem. In marked contrast, Hammond and Mccullagh (1973; 275-7), in their example of order-neighbour analysis involving the settlements of Norfolk and Suffolk, give a very thorough treatment of the boundary problem and N is large.

A second group of studies involves a range of functions and their locations within urban areas as, indeed, do three of the examples given by Pinder and Witherick (1972: see above). The earliest study in this group was that of Getis (1964). He analyzed the locational patterns of grocery stores in Lansing, Michigan, and the manner in which they changed over time. His use of order-neighbour analysis involved two variations on the method outlined in Section 2: the three nearest neighbours are measured in three sectors (see Dacey and Tung, 1962); and he deals with the boundary problem
by defining circular study areas well within the total urban area and measuring across the boundary where necessary. He also states that, following from central place theory, we would expect the grocery store location pattern to approximate the population density characteristics (p.392: c.f. Section VI(ii)). He had, in an earlier paper (Getis, 1963), attempted to allow for variations in population densities by means of a map transformation.

Sherwood (1970) builds on Getis’ work by analyzing patterns of a number of activities in Shrewsbury and by extending the analysis to the K = 3 level. This paper contains an interesting use of comparisons between different neighbour levels in an attempt to analyze the scales of clustering present (c.f. Section II(v)). He also compares functions with each other and over time by means of a simple ranking system (c.f. Section V(iii)). This technique may not warrant his description of it as a ‘rigorous descriptive tool’, however, unless one is aware of its many pitfalls.

Uses of order-neighbour analysis in physical geography are harder to find, largely, perhaps, due to the obvious areal extent of most features at the usual scales of investigation. Indeed, the most trenchant criticism of those studies that have been published is that they tend to ignore the areal extent of the individual objects. Whilst settlements may have a negligible areal extent when mapped at the national or regional level, that can hardly be said to be true of the volcanic craters of the Bunyaruguru volcanic field of West Uganda, as studied by Tinkler (1972). His Map A shows craters with considerable areal extents and, in fact, almost covering parts of the study area. They certainly cannot be accepted as capable of legitimate abstraction as points (see Section I). Similar criticisms can be levelled at the studies of drumlins that have employed order-neighbour analysis (Smalley and Unwin, 1968; Trenhaile, 1971). In Smalley and Unwin, Figure 4 (p.384) and Figure 6 (p.386) both show that the drumlins do have considerable areal extent at the scale of the study and in relation to the study area. Assuming that drumlins are not superimposed on other drumlins, much of the total area cannot, then, contain points, thus contravening the basic definitions of randomness (Section II), the form of point pattern on which the technique is ultimately based.

We have thus, in a sense, come full circle. What, then, of the uses made of order-neighbour analysis by its originators, the plant ecologists? In fact, they have made relatively little such use: at least, little that has been reported in the readily available literature. Why might that be so? They do not seem to have positively rejected order-neighbour analysis, but it is rather that quantitative ecological work, as reflected in such works as Greig-Smith (1964) and Kershaw (1964), has concentrated on quadrat analysis. Quadrat surveys have long been a field investigation method of ecologists, whereas concern with distance as such has been relatively minor. They have, furthermore, been frequently concerned with attempting to model empirical distributions with mathematically defined probability generating functions. Despite the shortcomings of quadrat analysis, and despite Dacey’s attempts to link probability functions with distance approaches, they have found the former to be more amenable to this type of study.

VI CONCLUSION

Previous sections have dealt with the order-neighbour approach to point pattern analysis in considerable detail. They have highlighted its strengths as well as its weaknesses. They have also contained proposals for extensions to the basic technique that may help to overcome some of the weaknesses and to add new strengths. It is appropriate to bring this material together as a general overview of the method as treated in this work.

Order-neighbour analysis involves two stages: the measurement or calculation of point-to-point distances; and a small number of relatively straightforward arithmetic calculations based on them. Neither stage is at all difficult, but the former can be decidedly tedious and time consuming if N is large and it is not possible to use a computer. Even mini-computers can handle large numbers of such repetitive calculations quickly and easily, as long as their memory capacity is not exceeded. Once the measurements have been made, values for the density, for the expected mean distance, and for the parameters that characterize random patterns are easily found using the equations given in Section II. So are the critical values needed to test the hypothesis of randomness. It is no more difficult to carry out these steps for higher neighbour levels, although interpretation of the results is less straightforward, while it is considered not justified to proceed beyond the third neighbour level in this work, an extension of the order-neighbour method to the second and third neighbour levels is often a most rewarding one in that it provides valuable additional information of patterning at different scales and with different degrees of generalization.

The theoretical derivation of this approach is based on the assumption, amongst others, of an unbounded point population. If a boundary is present, and it does limit distance measurements in some directions, then the effect of that limitation must be taken into account. In some circumstances, it may be feasible to delimit a ‘buffer zone’ (Section II(v)). If not, allowance for the boundary effect must be made in some other way. Section III(ii) introduces equations and tables of critical values of distances that are derived from a large number of generated, bounded random patterns. If both the observed R(K) value and the expected critical values relate to bounded patterns, then the comparisons used in hypothesis testing are again valid. Alternatively, Section III(iii) gives a series of equations that allow empirical R(K) values from bounded study areas to be corrected for the likely boundary effect. In this case, theoretically derived, unbounded parameter and critical values are used in reaching conclusions.

Whenever an analysis or description is ultimately dependent on a single R(K) value at each neighbour level, a great deal of information has been, in a sense, passed over. We did, after all, measure or calculate many more than one distance value. A given mean distance value, r(K), can arise from any number of different distributions of r(K) values. Section IV raises the possibility of directly comparing the entire distribution of distance values with an expected distribution. Such an approach often gives valuable additional insights into the nature of point patterns.

Perhaps the greatest shortcoming of order-neighbour analysis, given the inherent interest of geographers in non-random patterns, is its inability to
deal readily with questions relating to the type and degree of non-randomness present. Like all distance-based methods, the R statistic approach gives, above all else, a test for randomness. It does not, in anything like the same sense, give a test for clustering or a test for dispersion. Somewhat more detail as to the form of non-randomness present can be obtained from cumulative frequency distributions, however.

(ii) Comparisons between patterns

Most of the work in order-neighbour analysis has concentrated on the description and analysis of individual point patterns. Whilst many of the papers listed in Part C of the bibliography do consider more than one pattern, comparisons between patterns are almost always on the simplest possible level. In other words, the authors find R statistic values for a number of patterns representing different phenomena, different areas, and/or different times, and then proceed to compare the values without applying any statistical tests. Such comparisons lead to rather subjective interpretations and conclusions. There are, however, at least two more direct, and statistically more rigorous, approaches to comparisons between pairs of patterns.

Work on methods of comparing patterns point by point, i.e. on measuring the point by point correlation between the locations of points of one population with those of points of another, could fill a volume the size of this one; and that is despite the fact that much further work needs to be carried out before such comparisons can be said to be based on established, proven techniques. The two methods introduced below rely on comparisons of the overall point patterns as characterized by either the R(k) values or the cumulative frequency distributions of distance measurements.

First, the 14(k) values may be compared, and the null-hypothesis of no statistically significant difference between the two values can be tested. This test depends on the applicability of the two-sample z-test or t-test outlined in almost all elementary statistical texts. Unfortunately, the circumstances in which it is applicable are limited. The distribution of R(k) values from random patterns for a given value of N is normal. Each R(k) or R(K) value is the mean distance value divided by a constant, p(K). Hence, the common tests for significant differences between sample means can be applied. They cannot, however, be validly applied to patterns exhibiting an extreme degree of non-randomness. Both Clark and Evans (1954) and Thompson (1956) suggest the use of similar z-tests in this context, but only for unbounded patterns. It must be remembered that the strength of the boundary effect changes with variations in population size, and thus more rigorous, approaches to comparisons between pairs of patterns are needed.

A second approach is to apply a two-sample Kolmogrov-Smirnov goodness-of-fit test to a comparison between two r(k) or r(K). cumulative frequency distributions. The latter will often be more convenient as relevant values may be informative to note that virtually all of Dacey's own published work after reading in the general subject area, that the weaknesses greatly outnumber the strengths. It is certainly true that too much has been claimed for many of the techniques, and that the strengths have been aesthetically extolled while the weaknesses have been played down or ignored. Point pattern analysis techniques, like many others, were sometimes used rather recklessly during the heady early days of geography's 'quantitative revolution'. But there is no need to throw them away completely because they are imperfect. As long as their basic assumptions and their definite limitations are understood, they are still very often valuable tools.

Quadrat analysis is one of two major approaches to point pattern analysis: it is covered fully in another CATMOG (Thomas, 1976). One fundamental, and unsolved, shortcoming of that approach is that the size of quadrat used affects the results. For example, the same pattern may be differently classified (using the clustered, dispersed, random classification) if small quadrat squares are used than if large ones are substituted. Unless some objective solution to the problem of choice of quadrat size can be found, the validity and reliability of any method based on cell counts must remain in doubt. Some useful suggestions have been made, but the overall problem is far from solved. A second major problem is that this method is based on a knowledge of how many quadrats have 1, 2, 3, ... n points in them, but does not, in any way, take into account how the cells are distributed with relation to each other. In other words, all cells with large numbers of points may be grouped together on one side of the study area, or they may be scattered throughout it. Whilst distance measurements may likewise be distributed over the study area in different ways, the problem is less acute than with quadrats, and is very considerably reduced if second and third neighbour measurements are used.

The terms 'distance-based methods' and 'nearest-neighbour analysis' both include a range of techniques, a series of variations on a theme. Unfortunately, no authoritative studies have been carried out to compare these various approaches. Some comments have been made, however, although without any supportive evidence. Dacey and Tung (1962, 86), for example, compare the order-neighbour approach of Section II with Dacey's (1962) regional neighbour approach which is based on the distance to the nearest neighbour in each of six sectors around each origin point. They conclude that the latter seems to have a greater power efficiency for discerning random and uniform (dispersed) patterns, whilst the former is more efficient in detecting clustering. Quite apart from the inefficiency of using two different sets of measurements in each study, there would seem to be no sound basis on which to choose the more complicated regional method over, or as well as, the order method. The former also involves one additional, subjective choice on the part of the researcher, that of the orientation of the sectors. It may be informative to note that virtually all of Dacey's own published work at later dates uses the order-neighbour method, whilst there are many other methods of point pattern analysis, they are all beyond the scope of this publication and comparisons with them are not included.

its use. Valid application of this test presupposes standardization of the distributions of distance values using standard deviation units.

(iii) Comparisons with other methods and conclusions

A perfect method of point pattern analysis does not exist. All methods have their strengths and weaknesses. One might be forgiven for thinking after reading in the general subject area, that the weaknesses greatly outnumber the strengths. It is certainly true that too much has been claimed for many of the techniques, and that the strengths have been aesthetically extolled while the weaknesses have been played down or ignored. Point pattern analysis techniques, like many others, were sometimes used rather recklessly during the heady early days of geography's 'quantitative revolution'. But there is no need to throw them away completely because they are imperfect. As long as their basic assumptions and their definite limitations are understood, they are still very often valuable tools.
If this outline has succeeded in its purpose, it should be perfectly clear by now that the order-neighbour method is far from perfect. It is not universally applicable. It cannot answer all the myriad questions that researchers may wish to ask about point patterns. It is not completely objective, nor does it always give unambiguous results. It does require considerable tedious measurement, unless you can use a computer to take the tedium out of the exercise. But, despite all this, it can offer valuable insights into the nature of point patterns.
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